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Abstract

Disordered regions of proteins often bind to structured domains, me-
diating interactions within and between proteins. However, it is difficult
to identify a priori the short regions involved in binding. We set out to
determine if docking peptides to peptide binding domains would assist in
these predictions.

First, we investigated the docking of known short peptides to their
native and non-native peptide binding domains. We then investigated the
docking of overlapping peptides adjacent to the native peptide. We found
only weak discrimination of docking scores between native peptide and ad-
jacent peptides in this context with similar results for both ordered and
disordered regions. Finally, we trained a bidirectional recurrent neural
network using as input the peptide sequence, predicted secondary struc-
ture, Vina docking score and Pepsite score.

We conclude that docking has only modest power to define the location
of a peptide within a larger protein region known to contain it. However,
this information can be used in training machine learning methods which
may allow for the identification of peptide binding regions within a protein
sequence.

Background

Thousands of proteins expressed in cells carry out their specific intracellular
and extracellular functions by interacting with each other (protein-protein in-
teractions). These interactions have been acknowledged to play fundamental
roles in almost every biological event. Significant biological processes such as
protein signalling, trafficking and their synchronised degradation [9, 16], DNA
repairing, replication and gene expression [30, 37] require interaction between
protein-protein interfaces to perform their tasks. The extent of complexity,
co-operativity and diversity for these interactions is enormous, and itself is
coordinated by intricate regulatory networks that will ultimately determine
the behaviour of biological systems. These interactions are adaptable, that is,
many interactions are mediated between the two domains of globular proteins
(domain-domain interactions) which tend to be stable (contact surfaces are flat)
and require an average size of 1,500 - 3,000 Å2 [10, 21]. Others are intended
for fast response to stimuli (domain-motif interactions (DMI)/domain-peptide
interactions/peptide-mediated interactions) [35] that occur when a globular do-
main (50 - 150 residues long) in one protein recognises a short linear peptide
(ranging from 3 - 12 amino acid residues) from its corresponding protein part-
ner, creating a comparatively small interface with an average size of 350 Å2

[43]. An estimated 15 - 40% of all interactions in the cell are protein-peptide
interactions [29, 37]. These peptide regions are ideal for signalling transduction
networks because they are specific, transient and have low-affinity (1 - 150 µM)
[11].

Typically, the peptides involved in DMI or protein-peptide interactions are
categorised by a simple sequence pattern, that is, a short linear motif (SLiM).
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In general, SLiMs can be expressed as regular expressions (RegEx), a consensus
motif with specific conserved residues restricted to particular positions recog-
nised by a binding domain, with a set of similar residues or even arbitrary ones
at other locations [40]. Structurally, SLiMs are frequently found in disordered
regions at protein termini or between domains [17] with the ability to adopt a
variety of conformations [48, 44]. SLiMs may also originate from loops within a
structured domain, exposing them to potential binding partners including many
of the disordered interaction hubs [14, 19] explaining the many functional roles
for these regions. The small binding areas which SLiMs constitute result in weak
binding [29] making them suitable for short-lived interactions [36]. But, regard-
less of their short length, these motifs bind their target protein with sufficient
strength to establish a functional relationship [23]. Compared with domain-
domain interactions, domain-SLiMs interfaces are attractive drug targets for
small molecules and designed inhibitory peptides [20, 30, 34, 53].

The estimated number of protein-peptide interactions in the genome is not
reflected in the number of 3D protein-peptide crystal structures available in the
Protein Data Bank (PDB) (www.pdb.org) [7]. However, the rapid increase in
protein structural data in the PDB does provide an excellent opportunity to
investigate how this information could be used to predict novel SLiM mediated
protein-peptide interactions using this 3D structural information in conjunction
with the protein’s sequence.

Computational docking is widely used for the theoretical prediction of small
molecule ligand-protein complex. Typically, docking involves two steps: the
generation of several alternate conformations of a ligand molecule to sample
all possible interaction modes with the receptor binding site, followed by an
energy function or a scoring function to rank the poses. In general, docking
programs are not optimised for peptide docking and are most successfully used
with small molecule compounds. Unconstrained peptides are flexible and tend
to adopt several conformations by rotating within the given search space of
the receptor site further adding complexity to the docking protocol. Given
their poor performance in ranking correct conformations it has generally been
regarded to be beyond the scope of current protein docking algorithms to detect
interacting partners [1, 18, 42]. Recently however, two high-throughput docking
(HTD) experiments have been reported that demonstrated the use of a general
docking method to detect interacting partners. Mosca et al. [28] used docking
to identify pairs of proteins that accurately interact with each other in the
Saccharomyces cerevisiae interactome by sampling from a large set of alternative
possibilities. Wass et al. [52] successfully distinguished between interacting
(native) and non-interacting (non-native) protein partners.

Here, we investigated if docking can be used to identify protein-peptide in-
teractions with the objective of evaluating if docking could distinguish a peptide
binding region from adjacent non-binding regions within a defined stretch of pro-
tein sequence. We evaluated the performance of AutoDock Vina [47], to assess
whether it is possible to distinguish peptides in this way. First, we generated a
non-redundant dataset of high-resolution protein-peptide interacting structures,
and further classified the dataset on the basis of peptide length and structure.
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We then performed high throughput docking of native peptides to native recep-
tors, native peptides to all other receptors, and finally docking of overlapping
peptides, generated by moving a sliding window of peptides from the peptide
parent protein sequence, to the native receptor. Finally, we trained a Bidirec-
tional Recurrent Neural Network (BRNN) [4, 5, 51], using as input the peptide
sequence, predicted secondary structure, Vina docking score and Pepsite score
[46], to predict the peptide binding region within a protein sequence.

Generally, the most important prerequisite for a successful docking program
is its ability to reproduce the co-crystallised ligand conformation, that is, a
binding pose with a very low RMSD between it and the native ligand poses. But
in the case of peptide docking, one has to be pragmatic in terms of the RMSD
values which can be achieved due to the number of active rotatable bonds in
unconstrained peptides. As we show in Figure 1 there is a linear relationship
between the length of the peptide and the number of active rotatable bonds,
which increase from a minimum of 9 for a peptide of length 5 residues to a
maximum of 132 for a peptide of length 33 residues, in our datasest.

We used AutoDock Vina to dock peptides of length 5 - 35 residues in length
extracted from 152 PDB protein-peptide complexes into their respective binding
sites. We calculated the backbone RMSD value between the native and the
top-ranked Vina pose. The goal here was not to asses if docking could find
the exact peptide pose but to investigate what can be learned from docking
known peptides to their protein receptor which would help to guide us towards
predicting novel protein-peptide interactions, keeping in mind that the longer
peptides have a very high number of active rotatable bonds.

Figure 2 shows the distribution of RMSDs between the docked peptide poses
and their native co-crystallised peptide poses. The RMSDs of 28% of the pep-
tides is less than 10 Å. Of these, 26% have an RMSD of less than 7 Å. Overall,
16% of the helical and beta, 23% of the helical, 31% of the beta and 37% of
the disordered peptides have RSMDs of less than 10 Å. It would seem that the
beta and disordered peptides have docked peptide poses closer to their native
poses in the receptor site than the helical or helical and beta peptides, however
the average length of the helical and helical and beta peptides is longer (16-mer
and 15-mer, respectively) than the beta and disordered peptides (8-mer and
7-mer, respectively), and consequently the number of active rotatable bonds is
also higher.

Relationship between RMSD, peptide length, rotatable bonds and
Vina score

It has been observed that the greater the number of rotatable bonds, the less
likely is that the docked peptide pose will have a low RMSD between it and
the native peptide pose [3]. 105 of the peptides in our dataset have more than
32 active rotatable bonds with an average of 55 active rotatable bonds per
peptide. We can see from Figure 3(a) that there is a correlation between the
number of rotatable bonds and the RMSD (r = 0.45), although this is perhaps
not as strong as expected, and is somewhat dependent on the structure of the
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peptide. Beta and disordered peptides have the strongest correlation (r = 0.5),
with helical+beta peptides having the weakest (r = 0.2). A similar pattern
is seen between RMSD and peptide length, with the RMSD between native
and docked poses increasing as the peptide length increases (Figure 3(b)). We
found that overall there is only a very weak correlation between Vina score
and RMSD (r = 0.18, Figure 3(c)). The helical peptides have the strongest
relationship (r = 0.27), but there is no correlation for the other structural classes
(r = 0.1, r = −0.06 and r = −0.002 for beta, helical and beta, and disordered
respectively). However, if we only look at peptide which are 10 residues or less
in length we find a much better correlation (r = 0.32) (Figure 3(d)). This would
suggest that if we restrict ourselves to shorter peptides (< 10 residues) we may
be able to use the Vina docking score to guide us in discriminating between
binding and non-binding peptides.

Docking of Overlapping Peptides

We evaluated if docking could be used to identify a peptide binding region in a
protein sequence. For example, if we know that there is an interaction between
two proteins where one protein has a known 3D structure, could we identify
the interacting region of the unstructured protein sequence? For each of our
39 peptides (length 5 to 9 residues), we retrieved the full length UniProtKB
[45] protein sequence (ranging in length from 97 to 3969 residues). We selected
a window of 97 residues around each of the 39 peptides (see Methods for full
details) and prepared sets of overlapping peptides of length 2 to 5 residues by
sliding a window along these 39 reduced protein sequence. We performed four
sets of docking for each peptide, one for each set of dipeptides, tripeptides,
tetrapeptides and pentapeptides, to each of their respective receptors. The
best Vina score for each peptide was normalised and the results displayed as
Receiver Operating Characteristic (ROC) curves where the true positive rate
(TPR) is plotted against the false positive rate (FPR) (Figure 4). The results
show only very modest predictive power with AUC of 0.54, 0.52, 0.53 and 0.52
respectively for the pentapeptide, tetrapeptide, tripeptide and dipeptide sliding
windows (Figure 4). We compared these results to scores obtained by submitting
the same sets of overlapping peptides to the PepSite2 [46] server along with
their respective PDB structures. PepSite predicts where on a protein surface a
particular peptide is likely to bind. We reasoned that if PepSite could identify
the native peptide from other surrounding peptides it would achieve a lower
p-value. PepSite is at somewhat of a disadvantage to Vina as the whole protein
surface is searched for a likely binding site, as opposed to Vina where a search
space is defined in advance.

Our results show that PepSite2, with AUC of 0.55, 0.55, 0.55 and 0.56 re-
spectively for the pentapeptide, tetrapeptide, tripeptide and dipeptide sets, has
a similar power to discriminate between binding and non-binding peptides as
Vina (Figure 5). We also submitted the full protein sequences to ANCHOR
[12] and SLiMPred [26] and compared predictions per residue for the 97 residue
sections (Figure 6). ANCHOR, trained specifically to identify peptide binding
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regions in disordered sequences struggles with this dataset. SLiMPred per-
forms better as structured binding regions were included during training of this
method. However, the performance is still quite modest (AUC 0.63).

Given the poor performance of any individual method we trained a Bidi-
rectional Recurrent Neural Network in 10-fold cross-validation using a similar
approach to that used to train SLiMPred [26]. We trained four predictors (one
for each of the pentapeptide, tetrapeptide, tripeptide and dipeptide sets) using
the peptide sequence, predicted secondary structure (by Porter [39, 6, 38, 25]),
Vina score and PepSite2 predicted probability as input. The results were very
promising (AUC 0.69 for the tripeptide set) showing that this information can
be combined to produce results which are far superior to any single method
(Figure 7). At present the dataset available (39 sequences) is too small to allow
a full evaluation of this method, however the number of peptide-protein com-
plexes in the PDB continues to grow and as more structures become available
we will be able to further develop and evaluate this approach.

Conclusions

Disordered regions of proteins often bind to structured domains, mediating in-
teractions within and between proteins. We have presented a computational
analysis of the performance of peptide docking with AutoDock Vina to asses
if Vina could be used to predict protein-peptide interactions. As Vina is de-
signed for small-molecule docking with a restriction on the number of rotatable
bonds (≤ 32), it is generally assumed that it is not suitable for docking pep-
tides which have many more internal degrees of freedom. Previously, however,
we have shown that there is a correlation between the Vina docking scores of
dipeptides with ACE and experimentally determined dipeptide ACE inhibition
(IC50) [32].

First we investigated docking of known peptides to peptide binding domains.
While we did not successfully obtain the native poses of the peptide, Vina scor-
ing can be used to distinguish between interacting and non-interacting peptide
ligands and their targets under certain conditions, however, we have shown that
normalisation of the Vina score did not offer a significant improvement in the
capacity to rank predicted models in this case. Then, we investigated the bind-
ing of adjacent overlapping peptides from the peptide’s protein sequence. We
found only weak discrimination of docking in this context with similar results
for PepSite, ANCHOR, and somewhat better results for SLiMPred. We then
trained a BRNN using the peptide sequence, predicted secondary structure,
Vina score and PepSite probability as inputs. Our analysis shows that although
individually Vina and PepSite are unable to identify peptide binding regions
within a protein sequence, when used in combination with secondary structure
predictions this information may successfully help to predict these binding re-
gions with and AUC of 0.69 if a peptide size of three residues is chosen. In
general the ROC curves suggest that this approach is most useful for limiting
the search space down by approximately a half, but not particularly good at
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pinpointing the exact regions of interest, however it does emphasise the impor-
tance of considering information from a number of different sources when trying
to predict peptide binding regions.

In this study we have evaluated only one docking method, AutoDock Vina.
The Vina docking program has many advantages, it is easy to install and run
locally, it is extremely fast and is very suitable for high-throughput docking
which is essentially for a study of this size. It is possible, however, that other
methods, for example, DynaDock [2], which has been developed more specifi-
cally for the docking of peptides into flexible binding sites, may provide better
results. This method is slower than Vina and not suitable for high-throughput
docking. Another method, the Rosetta FlexPepDock server [24], refines docking
conformations given a PDB file and an estimated peptide conformation, how-
ever, FlexPepDock is computationally intensive as the protocol samples a signif-
icant conformational space and therefore is also not suitable for high-throughput
screening. Other target-specific protein-peptide protocols (MHC-peptide inter-
actions [8], PDZ-peptide interactions [31]) are not available as web servers, or
for download, at this time.

Methods

Dataset Preparation

1,431 protein-peptide complexes were retrieved from the PepX structural database
[49]. We removed MHC complexes and immunoglobulins as these proteins make
contact only with the antigenic peptides/fragments and not with the motif
region embedded within the protein during interaction. Any complex struc-
tures that had peptide inhibitors (designed synthetic peptides, peptide ana-
logues/mimetics) or tagged (streptavidin) peptides with modified amino acid
residues were also excluded. From the remaining 886 structures, we selected
structures whose resolution was 3.0 Å or better, each structure had at least two
protein chains, where one of the chains (peptide) was 5-35 amino acid residues
long. Clustering of the dataset at varying sequence identity levels was performed
to reduce the size of the dataset in such a way that multiple structures whose
sequences have at least the specified level of sequence identity were represented
by a single structure. Clustering at pair-wise sequence identity below 30% was
selected for the final dataset which contains 152 unique peptide sequences along
with 152 receptors structures. 22 of the receptor structures have two or more
sequence chains that form the fully functional protein-peptide complexes. To
limit ourselves to the available structural data, we used the lengths of peptides
for which atomic coordinate records are available along with the structural in-
formation.

For the reduced dataset of peptides less than 10 residues in length, protein-
peptide complexes were retained only if the UniProtKB [45] identifier of the
full length protein sequence from which the peptide originated was available,
leaving 39 structures. The full length protein sequences were shortened to 97
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residues (the length of the shortest protein in the dataset) with the peptide in
the centre, unless the peptide was within 45 residues of the start or end of the
sequence in which case the shortened sequence is 97 residues from the start or
97 residues from the end of the full length sequence, respectively. Finally, all
possible peptides were generated by scanning a sliding windows of either 2, 3,
4 or 5 residues along these subsections of the full length protein sequence from
which the peptide is derived.

Structural Annotation of Dataset

We gathered the structural annotation for peptides from the PDB which uses
DSSP [22]. We classify the peptides into four broad structural classes: helical
(the peptide has at least one residue labelled as helix by DSSP), beta (the
peptide has at least one residue labelled as beta sheet /strand by DSSP), helical
and beta (the peptide has at least one residue labelled as helix and at least one
labelled as beta sheet /strand by DSSP), disordered (the peptide has no residues
labelled as helix or beta sheet /strand, but may have turns or bends, or peptides
with no secondary structure assigned by DSSP).

Docking of Peptides to Proteins

Peptides were converted into the SMILES format using CycloPs [13], and from
SMILES to PDB format using Open Babel [33]. AutoDock 4.2 [27] was used
to prepare peptide and receptor PDB input files and AutoDock Vina [47] (Ver-
sion1.1.2) was used to dock the peptides to protein receptors.

Analysis of Docking Results

The output generated by Vina for each peptide was processed and the pose
(binding conformation) having the lowest binding affinity (Vina docking score)
was selected for further investigation. RMSD values were calculated against
their native co-crystallised peptide structures. To normalised the Vina docking
scores and correct for multiple receptors, we calculated the MASC scores in
combination with MRE as described by Vigers and Rizzi [50].

To assess the ability of Vina to discriminate between the native peptide and
other peptides extracted from the same protein sequence, we measure the TPR
and FPR. First, we normalise the Vina docking scores for each peptide so they
fall between 0 and 1:

Normalised(vi) =
vi − Vmin

Vmax − Vmin
(1)

where Vmax is the absolute value of the minimum Vina binding score (i.e. −10)
and Vmin is zero. We used R [41] to plot the linear regressions from which
we derived the correlation, r and the “verification” package in R to plot the
TPR against the FPR as ROC curves and calculate the area under the curve
(AUC). The AUC is a number between 0 and 1 inclusive, where 0.5 indicates
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a random model and 1 is perfect, which is equivalent to the probability that
a randomly chosen positive instance will rank higher than a randomly chosen
negative instance [15].
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Figure 1: Active rotatable bonds and peptide length. Plot showing the
relationship between the number of active rotatable bonds and peptide length
for the 152 peptide sequences of length 5-35 residues long.
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Figure 4: Vina docking scores – ROC curves for overlapping peptide
lengths (a) Pentapeptide (b) Tetrapeptides (c) Tripeptides (d) Dipeptides.
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Figure 5: PepSite2 – ROC curves for overlapping peptide lengths The
discriminating threshold is 1 - p-value predicted by PepSite2. (a) Pentapeptide
(b) Tetrapeptides (c) Tripeptides (d) Dipeptides.

18



0.0 0.2 0.4 0.6 0.8 1.0

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

False Positive Rate

T
ru

e
 P

o
s
it
iv

e
 R

a
te 0.1

0.2

0.3

0.4
0.5

0.6

0.7

0.8

0.9

AUC : 0.49
p − value : 0.668542

(a) ANCHOR

0.0 0.2 0.4 0.6 0.8 1.0

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

False Positive Rate

Tr
ue

 P
os

iti
ve

 R
at

e

0.1

0.2

0.3
0.4

0.50.60.7
0.8
0.9

AUC : 0.63
p − value : 3.910205e−13

(b) SLiMPred

Figure 6: ROC curves (a) ANCHOR (b) SLiMPred.

19



0.0 0.2 0.4 0.6 0.8 1.0

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

False Positive Rate

T
ru

e
 P

o
s
it
iv

e
 R

a
te

0.1

0.2

0.3

0.40.50.6

AUC : 0.6
p − value : 1.721354e−08

(a) Pentapeptide

0.0 0.2 0.4 0.6 0.8 1.0

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

False Positive Rate

T
ru

e
 P

o
s
it
iv

e
 R

a
te

0.1

0.2

0.3

0.4
0.50.6
0.70.80.9

AUC : 0.66
p − value : 8.622821e−20

(b) Tetrapeptides

0.0 0.2 0.4 0.6 0.8 1.0

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

False Positive Rate

T
ru

e
 P

o
s
it
iv

e
 R

a
te

0.1

0.2

0.3

0.4
0.5

0.60.7
0.80.9

AUC : 0.7
p − value : 2.107024e−30

(c) Tripeptides

0.0 0.2 0.4 0.6 0.8 1.0

0
.0

0
.2

0
.4

0
.6

0
.8

1
.0

False Positive Rate

T
ru

e
 P

o
s
it
iv

e
 R

a
te

0.1

0.2

0.3

0.4
0.5

0.60.7
0.8

AUC : 0.68
p − value : 9.207564e−24

(d) Dipeptides

Figure 7: PepBindPred – ROC curves BRNN trained on four different
overlapping peptide lengths (a) Pentapeptide (b) Tetrapeptides (c) Tripep-
tides (d) Dipeptides.
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